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Abstract: This paper builds upon the experience of Italian Labor Cost Survey (LCS) 2012. The survey’s production process has been completely re-designed in order to take into account administrative data availability. Firm level integration between statistical data and business register paves the way to further linkages among multiple statistical and administrative data sources. This paper aims to illustrate the benefits obtained from firm level integration of multiple data sources into an “industrialized” statistical production process in terms of better data quality and reduction of the statistical burden on companies. The overall flow of the new survey process is presented by reporting for each stage the best practices and a first set of quality indicators. The paper describes the overall data collection process (based on a questionnaire, whose design has taken into account the available administrative sources, collected through multiple electronic ways) and the edit and imputation process which builds on statistical and administrative data integration in order to set a framework for ongoing evaluation of collected data, recall strategy and the final data editing. This approach is very likely to generate, “at virtually zero costs”, great benefits  in terms of quality, new statistical indicators and new firm level databases for the analysis and policy. The lessons learned in this experience on the integration of administrative data in the survey process can be used to improve the design of an industrialized production process.
1 Introduction

In recent times there has been an increasing investment in Istat (Italian National Institute of Statistics), in creating business statistics infrastructures (registers), based on new and old administrative sources, that leverage their potential for the improvement of quality and quantity of statistical products. The traditional way of producing (business) statistics is therefore progressively questioned as information from these registers may be used in the survey production process. We refer here not only to the estimation phase where the exploitation of the relationships between survey and administrative variables has become standard practice. Many indeed are the phases where the survey production process can benefit from the integrated use of administrative data. Firstly, in order to produce needed information in an integrated way, that is using a statistical data warehouse system, the survey questionnaires have to be re-designed to take into account available data and solve the definitional issues, building up what can be called  administrative data aware questionnaires. The final  aim is making survey data as much complementary as possible to the administrative ones. Secondly, the administrative data may enter profitably in almost every phase of the production process from sampling, to data collection, E&I, estimation and validation, with benefits in terms of monetary costs, and reduction of time and sampling and non-sampling errors. A modernization of the survey production processes in this direction may lead to an administrative data assisted survey.

In this paper we will describe the step forward, in the direction sketched above, introduced in the Labour Cost Survey (LCS) 2012, with special reference to the multiple uses of two new statistical infrastructures and administrative data: the Employment Wage Register based on social security data (§2) and the Register of certified e-mail addresses of all the Italian firms. A functional introduction of these sources in the survey production process has led to a re-design or changes in most of its phases: the design of the questionnaire (§ 3), the sampling (§ 4), the data collection and contact strategy (§ 5), the E&I procedures (§ 5) and the estimation (§ 7).
2 The register on wages
The availability of new statistical registers has fostered the re-design of the LCS 2012 and is promoting a re-thinking of the incoming Structure of Earning Survey (SES) 2014. 
The starting point has been the new so-called Employment Register, built mainly upon the new social security declarations that since 2010 firms have to remit monthly for each employee. Used for the first time as the main data source for the first Italian virtual Census on Industry and Services, it contains detailed information at individual level, like characteristics of the employee, of his job and of the associated firm. This employee level register, since 2011, has been the base of the Business Register (BR) for employment estimates obtained by summing up its information by enterprises ([4]). 
The next step has been the extension of the Employment Register to a set of variables on wages and paid time for all employees, with information derived from the same social security data, to form an Employment Wage Register. Its representations at enterprise level, the Business Wage Register (BWR), furthermore contains information on labor costs, which in the future will be available starting from the employee level. The relationships between these registers is depicted in Figure 1. What is important for the labor statistics and, in particular for the LCS and SES statistics, is the availability, for the entire population of employees and firms, of some of the main variables required by the regulations, or at least their administrative versions.
Figure 1:
The new Italian Register on employment and wages.
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This change is of uttermost importance in this field considered that up to the the previous version of the LCS 2008 the only available auxiliary information contained in a register was the number of employees of the BR. It is straightforward to imagine the advantages of the introduction of these new variables in the sampling and estimation phase, as well for E&I. To date, in this experimental phase, two different releases of these new extended registers have been available: a provisional release of the BWR was ready in November 2013 (11 months after the reference year) used for first checks; and the final one in March 2014 (15 months after the reference year) used for final E&I procedures and calibration. The sampling has instead used the register of the previous year. 
As for the direct use of the register variables in the calculation of statistics, not all variables are eligible for this purpose. In fact, this social security data collected for administrative purposes do not completely fulfil the European statistical requirements in term of both details and definition/measurement. In other terms, different variables have different degree of fitting to statistical definitions, so that while the number of employees fits the definition almost perfectly and the total wages can be considered a very good passing through concept toward the statistical concept, the number of hours paid have to be considered a proxy information for the statistical one. These considerations together with the fact that most of the (sub) voices required by the LCS Regulation are not available in the administrative data requires to set up a system that involves both survey and admin data.
3 The redesign of the survey questionnaire

The availability of these new sources on employment and wages has promoted a re-thinking of the LCS 2012 questionnaire. In the past editions of the survey the questionnaire carried both the questions needed to respond to the LCS Regulation (EU Regulation n. 530/1999) and additional information to gain insights on how wages were differentiated by occupation, resulting in one of the most challenging questionnaire in the field of economic statistics. Due to the availability of an employee-level register on wages, this additional respondent burden is no longer necessary. Therefore more space was left to simplify the questionnaire and to shift its focus in order to deepen the understanding the composition of hours and labour costs for the enterprise as a whole. So the first direction in the questionnaire re-design has been the introduction of a more detailed frame to measure the hours and a slight larger breakdown on the structure of wages and social contributions. The second major direction has been that of building a questionnaire complementary to the administrative data available. Complementarity means on one side to focus on variables not available in the register, such as those on the composition of wages and social contributions, and, on the other, to fine tune the measurement of one of the main variables (e.g. total wages) in order to better fit the regulation definition. A detailed description of the operation is beyond the scope of the paper, but few remarks may give the idea. Although the wages measured by the social security form is one of the best approximation of the concept required by the regulation, some refinement is needed to fully comply with the statistical definition. This is obtained, in the questionnaire, by requiring a breakdown that on one side allows to measure the administrative definition and, on the other side, to get those amounts that should be added (like part of the meal vouchers and the stock options) or deducted (amounts paid for sicknesses) from/to the administrative definition to obtain the statistical concept. A third direction in the re-design of the questionnaire, closely related to the previous one, is to structure it in a way that resemble better the information contained in the payroll system. To build such questionnaire a very accurate study of the administrative definition, along with the most recent changes in legislation and the interpretations provided by field experts has been needed. In the future a further step in this direction will be to prefill the questionnaire with available data (usually main voices), asking the respondents to correct these data if they notice errors, and compile the sub-voices in order to provide the required structure. 
4 Sampling through admin data

For the LCS 2012 the employment and wages data from the new Register have been used to allocate the survey sample in the strata, through the Neyman algorithm. The use of the BWR has resulted in an allocation, quite different from the one, carried out to provide a comparison, based on SES 2010 survey data. First of all, given the target sampling error, the sample size has been slightly larger due to higher variability of social security wage due, on one side on response bias affecting the survey which probably undercounted firms with lower wages, and, on the other side, on measurement errors of firms which missed to provide data on part of their employment with much higher (e.g. sports club) or lower (e.g. employment agency) wages. Consequently, in the resulting allocation, the composition of the sample by strata has shifted toward strata usually characterised by a larger non response and affected by the aforementioned problems. In this edition of the LCS 2012 the new Registers have not been used to reduce the sample, mostly due to lack of the time and resources necessary to adequately study the issue. It is likely however that future editions of this survey will benefit from such a study.
5 Respondents Contact and Data collection strategy: a mixed-mode system

The data collection phase has used the second source of administrative data, introduced in this edition of LCS: the Certified  e-mail (PEC hereafter) system. Before going into the details of this new system and its advantages, it’s useful to describe the data collection strategy as a whole. It is a very articulated survey communication process that consists in a mix mode approach with sequential steps in the two phases of contact and response, with a total of 5 steps. 
Multiple modes in contact phases

1. A recruitment PEC was sent to all enterprises for which addresses were available, and a recruitment letter for the rest.
2. A telephone postcontact, after the official communication, was established to introduce the survey, to gain survey cooperation,  and to identify the person capable of responding the survey and her direct contact references (telephone, mail, etc..)
. 

3. Three reminders were performed during the data collection, both using PEC and letter, also using the additional information gathered in step 2.

Multiple modes in Response phase

4. A concurrent multiple-mode data collection procedure was performed in this step : web survey (the most common mode) and standard file. This latter mode was offered to enterprise groups to provide data for the all units of the group. Since multi-mode data collection methods, while effective in reducing nonresponses, may involve measurement differences between modes, after data were checked for formal errors and loaded into the data base, the reference person for each group was asked to correct/integrate the data on the web form.
5. In the ending stages of data collection a CATI was performed trying to collect data through direct phone interviews in order to get the responses of hard-to-convince enterprises. Furthermore, it was offered to small enterprises the possibility to fill an offline electronic questionnaire (developed with a pdf Form and Javascript technology), sent by PEC and identical to the web one. The final operations were the same of the standard file case shown in  step 4. 

This complex procedure was used to:

·  reduce coverage error, that represent a great risk in web survey, where the probability of coverage error still remain high;

· trying to minimize the mode-related measurement error (since self-selection and mode effects are widely confounded in such designs, it is difficult to correct for mode effects);

· minimize the overall cost per respondent as strategies beginning with a less costly method (web form) followed by a more costly one (CATI), provide higher response rate and data quality for reduced costs ([5],[6]).

5.1 The mass sending of certified e-mail in the contact strategy
The use of the PEC system in LCS survey has been the cornerstone of the contact strategy, allowing improvements in punctuality and timeliness and reducing the costs of this phase. Since July 2013 the exchange of information and documents between public administrations and enterprises must occur only through electronic transmission. All enterprises must have a certified e-mail address registered at the Chamber of Commerce Business Register (CCBR) (Law 221/2012). The PEC  communication system uses safe protocols with additional certification and security transmission characteristics compared to ordinary email. A receipt of verification is received by the service provider, and the receiver's services provider responds with a receipt confirming that the message has been delivered. In both cases the message contains the date and hour of delivery. Moreover the PEC provides the same legal value of a letter sent by recorded delivery and receipt return. 

LCS 2012 has been the first structural survey in Istat to use the new system to mass sending email to the enterprises since the beginning of the data collection (in the first sending, the recruitment phase) and, later, in all further reminders. The first PEC sending, used for the respondent recruitment and invitation, includes, attached, the cover letter with all needed information such as the description of the survey, the web address to enter into the respondent’s browser, user-ID and password to log in, time given to respond, legal bases etc.. The cover letter reaches the enterprises faster than through traditional postage and the enterprises have the possibility to respond timely to provide information on their state of activity. Due to imperfect compliance with the law and delays in communications not all the enterprises have a certified mail address registered in the CCBR. These residual enterprise were sent the recruitment letter by the ordinary postage service. Figure 2 shows that about 97% of sampled units registered their PEC in the CCBR. The LCS first PEC sending was successfully sent to the 93% of those enterprises while the 7% resulted undelivered. For both enterprises without a PEC address and those for which the PEC was undelivered the cover letter was sent by ordinary postal service.
Figure 2: The first sending and the role of the PEC
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Further actions have consisted in a scheduled mass sending of PEC (and ordinary post) reminders to non-respondents (up to 3). In the final stages of data collections, the enterprises entitled to be fined, have received a legal formal notice by PEC (see Table 1). Overall a total of 47.506 PEC were delivered.
Table 1:
LCS 2012 contact and reminding strategy through the PEC system
	Contact strategy
	Number
	Percentage

	First sending
	17.944
	38%

	First reminder
	13.736
	29%

	Second reminder
	9.673
	20%

	Third reminder and Legal formal notice
	6.153
	13%

	Total
	47.506
	100%


Source: Elaboration on Italian LCS 2012 data
In economic terms, the contact strategy costs were cut significantly with respect to the ordinary postal service used before. Moreover, if Istat had sent all these letters through postal service with recorded delivery and receipt return about 190.000 euro would have been necessary. 
Furthermore, due to the easy setup of a PEC sending, this communication system allowed to make the contact strategy more flexible and adaptable to the different necessities presented during the survey. The timing and the quantity of the reminders were decided according to the response rates monitored during the data collection.
6 Editing and Imputation
The Business Wage Register data have been used extensively
 in each of the two parts of the E&I procedures: recalling of influent enterprises and editing and imputation of partial and total non-responses.  
6.1 Recalling of influent enterprises

During the survey, influent enterprises have been contacted to solve the main issue with their data. In fact, the embedded check in the electronic questionnaire purposely are limited to some of the main variables, in order to avoid over-checking and discouragement of the respondents. The strategy of E&I, thus, envisaged a procedure to signal influent enterprises. The procedures, designed with Selemix ([1] [2]), identify as influent, among the outliers, those enterprises, whose contribution to the estimates is larger. The preliminary data of the Business Wage Register, entered in these procedures in two ways: firstly, being available for the entire universe, they allowed to calculate an estimate for some aggregations (Nace sections) of the three main variables: number of employees, a proxy for total hours paid and total wages (administrative definition), against which calculating the influence of single observations. Secondly, the admin data entered in one of the three mixture models used, the one where the three abovementioned variables are regressed against their administrative data counterpart
. The procedure has thus identified observations with influent discrepancies between survey and admin data. The recalling of such enterprises has allowed the correction of some of the following measurement errors: a) data provided only for one establishment among several; b) data not provided for a part of employment; c) total wage wrongly calculated; d) firms with large workforce turnover who failed to calculate accurately the yearly average number of employees. Although resource constraints have imposed to limit the recall of influent cases only to a relatively small number of enterprises, the experience of the recalling has allowed to gain knowledge on the main sources of errors and the categories of units most prone to them. 
6.2 Editing and imputation of responses 
In the second phase of E&I, currently under implementation, the unjustified discrepancies between survey and admin data are going to be corrected, considering the admin data as correct. The design of this phase has proved to be more difficult than expected insofar as the edits based on the comparison of the two sources on the main variables must be integrated with the classical intra survey edits. The main idea is to perform an editing strategy in two steps, the first being the check comparison and substitution with admin data and the second the intra-survey edit and imputation of partial non responses. 
Finally the Register data will be integrated on the main variables for the total non-responders, at the same time providing the variables on which setting up a minimal distance donor imputation for the secondary variables. 
7 Calibration

In the final step, the survey data, edited, imputed for errors and partial non responses and integrated for total non responses, will be calibrated against the BWR(illustrated in §2). Traditionally the structural surveys are calibrated mainly on the  number of employees derived from the BR. The main innovation here would be to use the administrative wages, together with the number of employees, as calibration variables. Due to their strong correlation with survey wages and other main variables (such as social contributions and the provisions for the end of the job allowance) this procedure is likely to reduce non response bias and improve the estimates precision.
8 Conclusion

Since the survey is still on going, although in the ending phases, it is possible to provide only provisional remarks on the innovations introduced. The use of the PEC system has provided huge benefits to the contact strategy, by eliminating de facto the cost of ordinary postal service contacts in the first sending and reminders, reducing the time necessary for these operations, adding flexibility to the contact strategy in terms of number of reminders, time of delivering and controllability of the delivery results. The PEC sending, together with the other parts of an organic multiple mode strategy in contact and response phase - is, probably, the main reason of a much higher response rate compared to previous editions of this survey.

A second reason is the design of a questionnaire more aware of social security data, which has led to a shorter and more focused module and with questions closer, in terms of definitions and structure, to what is known to the firms’ payroll experts and available in their systems. Further development are foreseen in this field such as avoiding all the variables already contained in the registers or pre-filling of such fields, if the time length of the registers production process will be reduced enough.

The use of register data in the E&I procedures should, in principle, bring to a considerable reduction of measurement errors of the main variables. This has proved to be very clear in the re-contact of influent enterprises, at the same time allowing to understand the main cases of divergence between survey and admin data. The actual implementation of post-collection data editing has also shown that the editing plan must be re-designed since the external data add a further edit dimension that must be made coherent with the traditional edit rules. Finally, due to the high correlation that register wages have with almost all required variables, the use of this variable in sampling and estimation should reduce the sampling errors.
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� It is shown by Dillman ([3]) that in business surveys a telephone conversation is more efficient than a letter in identifying the targeted most knowledgeable respondent in the enterprise in order to reduce nonresponse error. 


� At the moment of writing this paper, the full implementation of the procedures has not ended yet, so that the actual procedures might be somewhat different from the description that follows.  


�The other two models instead try to identify the outliers in the composition of the main variables and use only survey variables. 
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