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Abstract
Statistical results are often rounded before dissemination. Rounding may notably influence readers’ perception of the statistics and their accuracy. The number of digits preserved in rounding may hint to users on the precision. Unrounded values may possibly be liable to be misunderstood for being more accurate than they are and may thus potentially invite to wrong conclusions. If and how rounding shall be applied is a balance between different factors. This article suggests a set of principles for deciding when and how to apply rounding, with reasons for rounding or not in practical scenarios. Simple rounding of each value separately may cause inconsistencies, and to avoid the latter controlled rounding may be applied, so that summation consistency (additivity) is preserved. The need for consistency is discussed, and some princip​les for controlled rounding with minimal rounding errors. 
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1.
Introduction
Rounding of statistical results is done to obtain values that are somehow more convenient in presentation and use than the values yielded directly by the computations. Rounding may also indicate a lack of accuracy in computed numbers. Thus rounding can notably influence how the results and their accuracy are perceived. The number of digits preserved in rounding may hint to users on the precision. Unrounded numbers may possibly be liable to be misunderstood for being more accurate than they are, leading to erroneous inference. This paper mainly focuses on rounding as a means of quality communication, not so much on computational issues. 
Rounding means that computed values ​​are not reported exactly but are replaced by approximations to a given number of significant digits, i.e. with trailing zeros or fewer decimals. Whether and how rounding shall be applied to statistical results is often a trade-off between several factors, and these choices are normally to be made and stated already in the table plan. 

Rounding is usually avoided in intermediate calculations, and is made only on the statistical results directly preceding the dissemination. The reason is to avoid adding unnecessary uncertainty. Smaller roundings in earlier stages may occur for adaptation of calculation results to the storage format in data bases or data files. To minimize rounding errors the rounding shall be done directly to the desired number of digits, not in stages with successively fewer digits. Example: Rounding 5.49 to the nearest integer correctly yields 5; but if you would first round to 5.5 and then to an integer by standard rules you would get 6, which is not correct. (A truncation followed by a rounding would also give the correct result.)

"Unrounded" is not an absolute concept. Even if you avoid rounding during intermediate calculations until the results are obtained, it cannot be assumed that the values ​​are unaffec​ted by rounding during operations. In practice data from different sources can be more or less rounded.
Example: Currency conversion from euros or U.S. dollars to Swedish kronor in the input data. Depending on the procedures and tools used, the amounts in kronor are derived (rounded) either expressed in whole kronor, in whole öre (100 öre = 1 krona) or as floating point numbers with a number of decimal places on the öre (e.g. within spreadsheets). The choice between these alternatives can be made pragmatically with regard to procedures and tools, as it usually hardly has any impact on the accuracy of statistics, but still has to be kept track of.
The text in the following sections concerns when rounding shall be done and then how it shall be done: separately for each value or coordinated (controlled) in order to achieve consistency between the presented totals and the sums of components.

2.
To round or not to round
There may be several (partly overlapping) reasons for rounding statistical results:
i. Where results such as ratios cannot be written exactly with a number of decimals. Example: 100/3 = 33.33333 ...

ii. Where different sources of uncertainty, such as sampling, nonresponse or defi​cient coverage, will have the consequence that not all digits of the statistics pro​vide meaningful information. Example: The Swedish population on February 28, 2014, is estimated at 9 658 301 and can be rounded to 9.66 million people.
iii. Where unrounded values ​​could give a misleading impression of precision and lead users to over-interpretation.

iv. Where the presentation needs to be lucid by fewer digits, e.g. in commentary text or in tables in pocket books, articles and the like.

v. Where there is a need to prevent disclosure of exact values. (The topic of disclo​sure control is not covered in this paper.)

There may also be several reasons against (too much) rounding of statistical results:
i. Where the statistics are used mostly by knowledgeable users who recognize the limitations in accuracy and do not over-interpret an impression of precision.

ii. Where users need the results for further calculations; roundings would then add unnecessary uncertainty. Example: Users would like to see the change in the size of the Swedish population between two months. If the population is reported as 9.66 million people both months, the actual change may be anywhere within ±10 000 people. Example: Old time-series are converted to a new classification standard. Then it is very useful to have saved the original series, without coarse roundings, as input to the conversion. After conversion, the results are rounded to the desired number of digits.

iii. Where calculations need to be described in close detail, e.g. when it has to be shown exactly how a particular statistic is calculated.

iv. Where the rounding error, defined as the value after rounding minus the value before rounding, would give too much uncertainty in using the statistical results, e.g. when the results need to be compared (almost) exactly to other calculations.

v. Where sampling errors are reported along with the point estimates from sample surveys. Uncertainty due to sampling will then be evident, at least theoretically and for competent users, even if the point estimates are not rounded with respect to this uncertainty. But still it is a trade-off how to round the estimates appro​priately.

vi. Where it is important, by users' expectations or elsewise, that the results reported are as close as possible to being exactly summation consistent (also called exactly additive), so that the stated totals are as closely as possible equal to the corre​sponding sums of components. (However, avoiding rounding will not automati​cally guarantee exact summation consistency, see section 4.)

vii. Where it is important, for reasons of strict objectivity and completeness, to avoid reducing the content of information by rounding. Example: There is one and only one official figure for the Consumer Price Index in Sweden: 312.68 in March 2014.

There is a goal conflict to manage between the pros and cons of rounding. Informally you might see two paradigms (or cultures) stand against each other. On the one hand there is the paradigm of statistical inference favouring rounding, not exaggerating the accuracy. On the other hand there is the paradigm of full reporting, favouring unrounded results, more directly reflecting the empirical evidence. 
Traditionally in the reporting of official statistics, the reasons against rounding may generally have been given more weight than reasons for rounding. For example, reported numbers in completely enumerated statistics or register-based statistics are often unrounded (given in integers), even where it is known that coverage or measurement errors are considerably large and reduce accuracy. A balance is needed between on one hand not to change principles too sporadically, and on the other hand to reconsider principles when it is really called for. Depending on the form of dissemination, it may sometimes be justified to reconsider a standard of unrounded integers and for instance round the numbers to whole hundreds or thousands.
From a mathematical point of view it is natural to think of rounding in terms of number of significant digits. But as is indicated by the several aspects listed above, there are various concerns to be taken care of in a suitable way for each context, whence simple rules of thumb could hardly be claimed to be generally adequate.
Example: On the front page of the web site of Statistics Sweden, the population of Sweden is stated as  9 658 301 on February 28, 2014. This number is not rounded, in spite of the known presence of net coverage errors amounting to tens of thousands. Arguments for not rounding may be (ii), (iv) and (vii). A related argument is that this is the exact number of people nationally registered in Sweden. However, the title says population as the target parameter. One could prefer a less exact figure, like 9.66 million, in more popular presentations.    

For easily comprehensible reports, rounding at least has to be seriously considered so that the presentation can be lucid for the purpose and the intended audience. This is especially true for pocket books and articles in popular style. References can then normally be made to more detailed (less rounded) statistics, for example in statistical data bases.

 
3.
Simple rounding of a single value
First consider rounding of a single value by itself, here to be referred to as simple rounding (may also be called conventional rounding). In simple rounding the value is normally replaced with the nearest integer multiple of a given number, called the step (or base). Examples: Setting the step equal to 1 yields rounding to the nearest integer. Setting the step equal to 0.01, or 100, yields rounding to the nearest hundredth or hundred, respectively. 

When the value is exactly half-way between two integer multiples of the step, a tie-breaking rule is needed to select either of the two multiples. Two specific alternative rules, called rule A and rule B, are given in the Swedish standard SS 01 41 41, consistent with the international standard ISO 80000 [1]. 
Rule A means that values exactly half-way between two multiples of the step are rounded to the nearest number that is equal to an even (not odd) integer times the step. Rule B means that values​​ exactly half-way between two multiples of the step are rounded upwards to the next higher number that is equal to an integer times the step (for positive values). Examples: Rounding of the value 8.5 to an integer: rule A gives the result 8 and rule B gives the result 9. Rounding of the value 7.5 to an integer: both rules give the result 8. (Elsewhere rule A may be called “round half to even”, and rule B called “round half away from zero”.)
The choice between rule A and rule B for statistical reporting may be done pragmatically. Rule A is the theoretically more accurate, as the mathematical expectation of the additive impact of the rounding on the values is in principle equal to zero. Rule B on the other hand is asymmetric and gives a bias upwards (for positive values). The bias effect is likely relatively negligible given other sources of uncertainty, and to avoid the effect is perhaps more a question of order than of statistical accuracy. The standard instruction for Statistics Sweden reads as follows.
Normally let the choice between rule A and rule B follow what is practically convenient with the IT tools used. Rule A shall be preferred when there are specific requirements that no deliberately distorting tendency may even be liable to be suspected. This may be the case for example for statistics that affect disburse​ments.
Usually rounding is to be made in the same way throughout a table, chart or map. However, some exceptions are in order. One such case is when percentages that vary widely in size are reported in a chart. For example, if the shares of four categories are 51.2, 34.6, 13.9 and 0.3 percent, it may be appropriate not to round the smallest share to  0 percent, but to report 51, 35, 14 and 0.3 percent in the chart. This kind of exception could be made somewhat ad hoc where it may help making a presentation easily accessible. 
A drawback of simple rounding of values by themselves is that it may lead to inconsi​stencies within at table. Therefore controlled rounding is an option.

4.
Controlled rounding of a set of values
In controlled rounding a set of values are rounded ​​in the same operation so that certain conditions are met. Controlled rounding is used in order to attain consistency within a table, for instance to make marginal frequencies equal the corre​spon​ding sums of cell frequencies or to make percentages for different categories to sum to 100 percent. 

Thus, controlled rounding is applied when the results need to be exactly summation consistent. This requirement can apply to polished publications with a wide audience, for results where this is relevant. Example: Reported percentages with one decimal place shall, where relevant, add up to 100.0 exactly, not 99.9 or 100.1. Controlled rounding is applied to achieve this. 

When the user or the customer of a survey or register-based statistics has an explicit preference of sums being consistent, the reported statistics shall normally fulfil this requirement. Percentages adding up to precisely 100 percent will help users not risking a bias if they (in a somewhat careless manner) would compute weighted averages using the percentages as weights. Example: There are three categories of companies in an industry, with 10 companies (33 percent) each. The average turnover is 100, 150 and 200 million kronor, respectively. A (somewhat thoughtless) user might calculate the overall average turnover to 0.33×100 + 0.33×150 + 0.33×200 = 148.5 million kronor, which differs from the correct amount of 150 million kronor. 

The reported results often do not need to be exactly summation consistent when dissemi​na​ted in ordinary statistical reports or data bases. The tables will then normally be provi​ded with a note that reads like:  Totals may differ slightly due to rounding.
Although the sum of rounded percentage shares may deviate from 100 percent (when the percentages theoretically have to add up to 100 percent), the marginal total shall always be reported as 100 percent. 

Exact summation consistency cannot be guaranteed solely by a sufficient number of deci​mal places. Example: Three equal shares of something are each 33.33333 percent. For the three shares to add up to 100 percent exactly after rounding to a certain number of decimal places, they cannot remain exactly equal, but one of them needs to be adjusted particularly when rounded. Such an adjusted rounding may also be needed for statistical values deli​vered ​​to statistical data bases, so that numbers are rounded exactly as they are to be presented.

When rounding with exact summation consistency is needed, the following criterion applies:

Try to round so that the summation consistency is attained with a minimal overall impact on the reported values.
This normally means that the sum of the absolute values ​​of the rounding errors in the table is to be as small as possible. The criterion does not generally give unique solutions, so a choice between possible solutions may be required. The calculations to meet the criterion are generally manageable in only one or at most two dimensions (rows and columns) simultaneously. For further information on controlled rounding algorithms and computational limitations, see [2] (in the disclosure control context) and [3]. 

Example of adjustment for summation consistency:

The following tables illustrate the summation consistency problem. Original data are shown in the frequency count tabulation below, broken down by some regions and groups.

	
	 Group A
	Group B
	Group C
	Total

	Region 1
	10
	10
	10
	30

	Region 2
	5
	20
	5
	30

	Region 3
	15
	0
	15
	30

	   Total
	30
	30
	30
	90


The next table shows the cells and marginal sums in percent of the total number of 90, with two decimal places.
	
	 Group A
	Group B
	Group C
	Total

	Region 1
	11,11
	11,11
	11,11
	33,33

	Region 2
	5,55
	22,22
	5,55
	33,33

	Region 3
	16,67
	0
	16,67
	33,33

	   Total
	33,33
	33,33
	33,33
	100


In order to yield a summation consistent report of rounded percentages, the figures are adjusted so that the totals are reconciled, according to the following table.
	
	 Group A
	Group B
	Group C
	Total

	Region 1
	11
	11
	11
	33

	Region 2
	6
	22
	5
	33

	Region 3
	17
	0
	17
	34

	   Total
	34
	33
	33
	100


There is some arbitrariness in the solution, since, as is often the case, there is no unique best solution by the above criterion. The above criterion for summation consistency is not to be regarded as absolute, and other criteria may be appropriate under specific conditions.
Currently there is no standard IT tool at Statistics Sweden for summation consistent rounding. The procedure may be applied in programming for tabulation, or if the tables are small with manual calculations. However, software for disclosure control might be usable as it often gives in some way optimal routines for controlled rounding.

5.
Some conclusions
The topic of rounding in official statistical reporting is more an issue of conventions and quality communication than of statistical science. However, clear communication with users is essential for their perception and interpretation of the statistical results. Statistics results usually have to be seen as affected by sources of uncertainty. Rounding may send a message to the users on the quality of the estimates and thus shall be done with care.
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