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Abstract

We commonly define quality as fitness for use for the intended purpose.  But as a survey taker, it is impossible to imagine all the potential purposes for which a data product might ever be used.  When we are establishing output objectives, we commit to satisfying the quality objectives of the major stakeholders, and we provide metadata and methodology documentation such that other users can decide for themselves if the data is good enough for their purposes or not.  But what is good enough?  A data user knows what he or she needs, but as data providers, we tend to aim for “as good as possible”.  Though well intentioned, sometimes our efforts do little towards improving data usability, while those same efforts consume limited resources.  In this paper we explore different mechanisms for ensuring that collection, follow-up and editing resources are used effectively and efficiently, by using quality indicators compared to pre-set targets as triggers to end processing steps.

1 Introduction

Statistics Canada considers quality in terms of the six dimensions described by Brackstone [1]:  relevance, accuracy, timeliness, accessibility, interpretability and coherence.  Statistics Canada’s Quality Guidelines [11] describe ways to manage quality along these dimensions.  For instance, the consistent use of standardized classifications and processes contributes to maximizing the coherence of data products.  Additionally, keeping pace with dissemination technology ensures that users can easily access data products, and making metadata available ensures that users can interpret the information they are seeking.  The agency assures relevance through on-going dialogue with stakeholders.  However, as is often the case with any work, the struggle between timeliness and accuracy poses the greatest challenge.  It is in this dimension where resource allocation can have the biggest impact on quality.

In general, data collection and processing are the two most costly activities in a statistical process, in terms of time and effort. For different collection modes there are certain fixed costs that can be considerable; for example, the creation of an internet survey requires significant implementation costs while mail surveys require printing and postage costs, as mentioned by Griffis, Goldsby and Cooper[5]. These fixed costs notwithstanding, it is sometimes assumed that as more time and energy are used, the accuracy of a data product improves.  As noted by Brooks [2] ‘Cost does indeed vary as the product of the number of men and the number of months. Progress does not.’  Moreover, nor does quality.  We know in practice, and as stated by Granquist and Kovar [4], that there is a point of diminishing returns.  It can be the case that if resources are not used efficiently, the result might indeed be greater accuracy, but achieved at a high price, perhaps too high a price for managers to view favorably their return on investment.  If resources are not used effectively, it means that despite the time and effort spent, there is no appreciable improvement in the data product. 

This paper looks at ways for survey managers to manage the quality of data collection and manual processing, by looking at factors relating to quality within the different activities.  By using realistic quality indicators and attainable pre-set targets, the survey manager can relate process to product-quality in a useful manner.  The quality of collected data can be influenced by many factors. This article discusses in detail interviewer monitoring, responsive collection design, selective editing and top-down prioritization and highlights the importance of appropriate resource allocation in managing both quality and costs.  

2 Interviewer Monitoring 
In many surveys, interviews are conducted with the aid of interviewers.  Interviewers are used in computer assisted telephone interviews (CATI) and computer assisted personal interviews (CAPI) and in collection follow-up processes.  Computer-assisted interviewing operations, as described by Pelletier and Davis [10], require interviewers to have a multitude of skills.  They must simultaneously maintain a good rapport with the respondent, understand the survey concepts, categorize the responses correctly, and enter the data accurately in a live production environment.  Additionally, they are sometimes asked to invite respondents to participate in electronic questionnaires, which in some cases can present a conflict of interest in that increased use of electronic questionnaires decreases the demand for skilled interviewers.  

Interviewer monitoring is a form of quality control that can be applied to the computer-assisted interviewing process.  Monitoring involves a third person, the monitor, who observes and assesses the interviewer’s work.  A rubric defining the skills to be evaluated is provided to the monitors, allowing for quantitative and objective measures to be taken and effective feedback to be given to interviewers.  

Three important aspects of a monitoring scheme are the identification of which activities to monitor, what characteristics should be measured, and when to measure them.  At Statistics Canada, monitoring is restricted to the interaction between the interviewer and the respondent and the recording of responses to questionnaire questions.  The characteristics used to evaluate the interviews’ performance are based on behaviours in the interviewing context.  An error is recorded if the observed behavior is undesirable, or in other words outside of the predefined range.  Not to be confused with the sampling unit in the survey itself, a sampling unit in interviewer monitoring is a portion of an interview, as defined by a certain number of questions, screens, or a fixed amount of time.  In order to evaluate the stability of the interviewing process over time, samples must be selected at periodic points in time.  
There are a number of choices for quantitative indicators that can be derived from interviewer monitoring.  A reasonable and intuitive choice for a quantitative indicator is the number of errors observed divided by the number of samples observed, for a certain time period.  This can be modified to take into account the importance of some types of errors; in other words, if some errors are considered to be more serious than others, then a weighted sum of errors can be used.  The average error rate across all interviewers at a particular site or assigned to a particular survey can be used as an indicator of overall performance.

It is generally assumed that once the interviewers are trained and the collection application is certified, the interviewing process is expected to be stable.  Even when a process is stable, there can be natural variability in its products.  Statistical process control is a quality control method applied when a process is deemed stable. In statistical process control, a quality control chart is used to signal when quality has deteriorated beyond the expected natural variability.  The expected natural variability is represented on a quality control chart by upper and lower control limits.  These limits are defined by multiples of the standard deviation of a given process in a stable state.  Under assumptions of normality, one would expect 68% of observations to fall within plus or minus one standard deviation of the process mean, 95% to fall within plus or minus two times the standard deviation, and 99.7% to fall within plus or minus three times the standard deviation.  As mentioned above, one performance indicator for computer assisted interviewing is the error rate.  The process mean is the average error rate over time.  One can calculate the standard deviation of the average error rate over a period of time, and plot one, two or three times this value on the vertical axis of the control chart, with time on the horizontal axis.  As samples are monitored, the observed error rates are plotted on the control chart.  This way it is possible to see when the interviewing process is in control (observations are falling within the control limits), and when intervention is required (observations are falling outside the control limits).  When there is the need for an intervention and the need to understand readings outside of the control limits, other data such as paradata related to external factors such as the time of day, hours into the work shift, or characteristics of previous call attempts to the same respondent could also be analyzed to better understand factors contributing to peaks or dips in interviewer performance.

In addition to having quality targets and quantitative metrics there must be a channel for constructive information to reach the interviewers.  Feedback should be provided to the interviewers on a regular basis.  The feedback should reflect both the desirable behaviours observed and the areas in need of improvement.  Immediate feedback needs to be provided for critical errors by way of the monitor stopping the interview.  Damage to collected data can thus be limited and to the extent possible, erroneous data can be corrected.  Detailed explanations should be provided by the monitor to the interviewer for each error committed with the view to ensuring that errors do not reoccur. 

One of the benefits of using interviewer monitoring is that interviewers receive regular and objective feedback on their performance and this in turn improves the quality of the collection process.  Additionally, interventions such as additional training can be targeted to those interviewers performing below the acceptable standard, again with the aim of improving the accuracy of the collected data.

3 Responsive Collection Design

In addition to having quality control procedures in place for interviewing, strategies that optimize the collection process itself can improve data quality.  It is well known and accepted that no survey collection process will collect data from all individuals who are selected in a sample.  This arises because not all individuals are willing to respond, not all individuals can be contacted and not all have the time to respond within the time frame of the collection process.  This creates a challenge for data collection.  Groves and Herringa [6] describe Responsive Collection Design (RCD) as an adaptive approach to survey data collection that uses information available prior to and during data collection to adjust the strategy for the remaining in-progress cases.  RCD can be used to reduce collection time (and thus cost) and improve some aspects of data quality, in particular response rates and the degree to which the respondents represent the target population in terms of some key attributes.  

Laflamme and St-Jean [8] illustrate some of the ways in which RCD can be used to improve quality.  They conducted a pilot project at Statistics Canada where RCD was implemented in four phases: a planning phase, an initial collection phase, a categorization phase and a selective collection phase.  In the planning phase, data collection activities and strategies were developed and tested, including the development of propensity models. In the initial collection phase attempts were made to reach all sampled units.  The decision to start the categorization phase (which was taken by the survey manager) was determined by using many key indicators of quality, productivity, cost and response potential of in-progress cases.  In this phase, in-progress cases were categorized and prioritized using pre-collection information and accumulated paradata.  The aim in this phase was to improve overall response rates. During this phase, monitoring of key indicators continued. In particular, the sample representativeness indicator, which provided information on the variability of response rates between domains of interest, was monitored closely to help determine when the last phase should begin. Finally, the fourth phase aimed to reduce the variability of response rates between domains of interest, improving sample representativeness by targeting cases from domains with lower response rates. 
In Statistics Canada’s experience, it has been noted that RCD is most effective if the focus of the collection effort is shifted at an optimal time.  In order to find the best turning points, one of the many challenges is to have access to paradata suitable for accurately assessing the progress of collection, and to synthesize this information in such a way that the necessary decisions can be taken in a rapid fashion.  Another necessary ingredient for a useful RCD is that reasonable and meaningful targets for quality, productivity, cost and propensity indicators must be set in advance.    Although there are many other factors at play, it is clear that if the quality targets are too high or too low the RCD turning points will not be effective at improving quality, regardless of whether the objective is to decrease collection time, or to increase representativeness or response rates.

The RCD strategy pilot tests at Statistics Canada described by Laflamme and St-Jean demonstrate that with careful planning, thorough testing, and comprehensive staff training it is possible to use RCD effectively on a survey with computer assisted telephone interviewing.   The pilot tests also reveal the importance of clearly defining the objectives of RCD.  Data collection priorities can be quite different if the goal is to reduce costs, or to improve response rates, or to optimize both simultaneously.  
4 Selective Editing and Top-Down Prioritization Approach
4.1 The Need to Manage Manual Processes

Another important area where quality and effort play an integrated role is in collection follow-up (after RCD) and manual editing.  It is an important distinction and one that is not immediately obvious that data editing is a quality assurance activity, not a data correction activity.  As a quality assurance activity, the goal is to use as few resources as necessary (efficiency) to make the data fit for use (effectiveness), rather than perfect.  The negative consequences of inefficient or ineffective use of follow-up and processing resources are numerous.  To start with, an investment in time, energy and expertise is required to design and implement edit rules.  Similarly, it takes time, energy and trained staff to make follow-up telephone calls to respondents.  Repeated contacts consume respondents’ time and goodwill to provide information.  Also, it takes time, energy and trained staff to run and monitor automated editing and to perform manual editing.  This extended effort must be weighed against the obvious question of utility as some data changes made through follow-up and editing might have no significant impact on the final estimates.  And as with any review process, the process must not ‘correct’ answers to reflect what the analysts were expecting.

In Statistics Canada’s experience, it is the human resources doing telephone follow-up calls and manually analyzing and modifying data records that are the most costly and therefore, when cost reductions are needed it is these activities that are targeted.  Survey managers need a mechanism to improve efficiency and effectiveness of manual processes without significantly impacting the accuracy of the resulting data.  The objective of such a mechanism would be to focus effort where it will do the most good.  Efficiency and effectiveness can be tackled from two different angles: first, by limiting which units or domains of units are subject to further processing; and second, by arranging the units requiring further processing in a priority order, with the understanding that the lowest priority units might not be processed at all if the time or cost limit is reached.  The impact on quality is controlled by basing turning points and priorities on comparisons of quality indicators to pre-set targets.  Godbout, Beaucage and Turmelle [3] describe an application of this methodology in business survey processing at Statistics Canada.  The objective of their application is to improve timeliness without reducing accuracy.

4.2 Selective Editing

Selective editing is a technique that can be used to signal when it is safe to stop processing data records.  Data usability requirements from stakeholders, survey sponsors and key users can be translated into target quality levels for indicators such as response rate, coefficient of variation or the mean squared error of key variables at the cell or domain level.  Indicators are calculated representing all of the data processed up to a given point in time, and data collection, follow-up and manual editing activities can be terminated where the targets are met or exceeded.  In the remaining cells, where the target quality levels are not yet achieved, efforts can continue.
Critical to the success of selective editing is the careful setting of the target values.  If targets are too high, they might never be reached, hence the end of processing would never be triggered and no reductions in costs would be gained.  On the other hand, if targets are too low, the resulting data might not be fit for use.  
4.3 Top-Down Prioritization Approach
Once the sub-set of units requiring further attention has been identified, a prioritization method is needed to ensure that in the event that time or funding run out, effort is being used where it will have the most impact.  There are various methods for identifying the top priorities.  One could focus on the biggest units in the sample.  This could simply be all units in the largest size strata, or “biggest” could be defined by one or several variables from the frame or from an auxiliary source.  The size measure itself could also be a measure of impact.  It represents the impact a given record is expected to have on the estimates, or in other words, the size of the impact if that record was missing or had wrong values.  For instance, the impact could be significant if the unit is relatively large in terms of key variables, or if it has a high design weight, or if the response rate in its cell is low.

Another prioritization strategy could be to start with units with the most outrageous errors.  For example, one could focus on records where the reported value is at least x% different from the previous occasion value, or the value from an auxiliary source.  Alternatively, one could identify outliers using a statistical outlier detection method.  In addition to these methods a very simple method not requiring sophisticated algorithms would be to prioritize units in domains where the response rate is low.

Alternatively, a strategy particularly useful in prioritizing collection and follow-up activity could be based on the response propensity, or the likelihood that a given unit will respond.  Here paradata from previous attempts to collect data from a unit is used to predict the level of effort required.  A survey manager can take into account the remaining resources, the quality of the data processed to date and the response propensity of outstanding units to make an informed decision whether to invest in the difficult to reach cases or not.
Often there is not just one single criterion by which to prioritize units.  For example, a survey manager may wish to maximize accuracy and response rates at the same time.  For this, a score function can be use. Typically when employed in the context of top-down editing, a score function is defined to incorporate the relative importance of a unit with its relative impact.  For example, the score function could be a size measure divided by the response rate.  For illustration, imagine two units failing critical edits.  The first unit is twice the size of the second unit. The first is in a domain with nearly complete response and the other is in a domain where so far only a third of the sampled units have responded. The latter unit would be given a higher priority for further processing, even though it is much smaller.  This is a powerful tool because of its objectivity; however as noted by Mills, Godbout, Bosa and Turmelle [9], the success of a score function prioritization method to improve quality depends on the choice of variables on which the score function is based.  Using different variables would result in different units being identified as high priority. 
Several variations of a top-down prioritization method have been presented here.  The score function is an attractive one as it can prioritize based on several criteria at once.  For any top-down approach to be effective, the choice of variables and the degree to which they relate to data usability requirements is very important.  Also, the calculation of quality indicators that are used in the score should be as accurate as possible (for example, incorporating a measure of the sampling and imputation variances) to provide an accurate reflection of the quality of the key estimates at a given point in time.  
5 Implementation: An Example of Edit Process Quality Improvement 
As noted throughout, the time and expertise needed to improve quality is costly.  The use of indicators and an automated standardized treatment for a recurring quality related issue is a straightforward way to improve quality and reduce cost.  An example of an edit process with the potential for quality improvement is found in the Canadian Census of Population.  The Census of Population edit and imputation process is one of Statistics Canada’s most resource intensive data processing exercises, comprising a total of 110 modules (separate functions that either load, detect, correct, transform or otherwise flow the data) grouped into 43 processes (groups of functions related to a specific operation or subject matter).  To create future efficiencies, following the 2011 Census a quality assurance review of the Census edit and imputation process was undertaken by Jackson and Lalonde [7].  The goal of the review was to identify ways to make the process more efficient.  Jackson and Lalonde noted that 65-70% of the time spent on the edit and imputation process was actually used for data verification.  They therefore focused their efforts on ways to improve the efficiency of the data verification task.  Jackson and Lalonde observed that analysts were verifying the same records multiple times, looking at different variables.  They suggested that the verification task could be optimized through greater use of automation.  Specifically, the calculation of indicators and comparison of those indicators to pre-set targets could easily be automated, and a flag set to automatically direct satisfactory records onwards to the next processing step and unsatisfactory records to the appropriate intervention.  Using a top-down prioritization strategy could further restrict manual intervention to only records having a significant impact.  The effect on data accuracy and potential time (cost) savings could be estimated using Census 2011 data. 

6 Conclusions

There are many different processes in which the survey manager can use tools and methods that are known to improve data quality.  Although there are many different sources of error in any survey, the more we correct and control errors the better our outputs.  We have suggested and illustrated some areas where survey managers can increase several aspects of their data quality.  Interviewer monitoring is a quality control technique used to improve the quality of the interviewing process and also to improve the quality of the collected data.  Responsive Collection Design is a strategy for optimizing the allocation of telephone collection resources while controlling the representativeness of the collected data.  Selective editing and taking a top-down approach are methods for directing follow-up and manual processing efforts where they will have the greatest impact towards improving data quality.   All four are linked in several ways; they all make use of paradata; all have been demonstrated to be both feasible and effective; and the four techniques can be used separately or together to proactively manage the tradeoff between timeliness and accuracy.   In conclusion, we encourage survey managers to incorporate these methods in their survey collection processes.  
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