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Introduction 

Today NSIs are facing a rapidly changing society. As a result, not only may user requirements for statistical outputs change faster than previously, but their inputs may also change. And, perhaps more importantly, NSIs will have less – or even no -  control over these inputs, the underlying concepts and their quality. For example, because of efficiency drives and concerns over respondent burden, NSIs are increasingly drawn towards administrative data. The concepts used in and quality of these data are mainly determined by the keeper of the data, whose needs are not statistical. This lack of control is even more evident with publicly available mass information, big data, with even less continuity over time. The challenge for NSIs is to produce statistical information which is conceptually consistent and plausible over time with these highly variable inputs. What kinds of processes, organisational requirements and human skills will we need to do this? How should we design processes and set and monitor the quality of both processes and products? Will we need teams who redesign their processes every production cycle? Using examples from inside and outside official statistics, this paper will elaborate on how to achieve constant product quality, that is consistent and plausible over time, with highly uncertain and rapidly changing inputs. 
From controlled to uncontrolled inputs
In the past, official statistics were based on censuses with fully specified concepts. These concepts, such as variables and populations, were designed and developed for that specific census, in full control of the statistical offices. Later on, when sampling was introduced, statistical offices designed and maintained sample frames. Nowadays more and more figures are already semi-processed. The main examples here consist of the many administrative registers or tax files that are - or could be -used by NSIs. The next step will be the so-called big data which are not collected for statistical or administrative purposes at all, and sometimes even have the form of streaming data without even any possibility of collection and without any guarantee that they will exist at all the next day. 

Each of these various and very different ways of data collection has do deal with different kinds of costs and quality issues. 
Censuses are costly and timeliness is often a problem. 
The use of sampling techniques introduced additional kinds of errors such as sampling errors and in particular non-sampling errors, that are extremely difficult  to control. 
Administrative data introduced the problem of discrepancies between the administrative and the statistical concepts and in timing when data become available. But there is still a kind of certainty about the availability, frequency and quality of these data. Also the observed or collected entities could more or less be recognized and identified, so they could be related to each other and to statistical units. The pros and cons have been discussed repeatedly. The main issues are the discrepancies between the preferred and the actual definitions of the variables and populations, quality and timeliness. 
Today, we see even more data becoming available. These data are not under control of collecting bodies, but available in big masses. We call them Big Data. But we are not sure they will keep on representing the same group or will exist the next day. Data from Twitter, MySpace and other social media are an example.  Characteristics of these big data are high volume, high variety, and high velocity. In the high volume aspect, they differ from survey data, and in the high variety and high velocity aspects they differ from census and administrative data. Also the results from search engines can change because of court decisions like the recent judgement about the right to be forgotten.  The following sections describe how this affects both the organisation of statistical processes and the statistical outputs.
Examples of uncontrolled inputs 
A farmer has to deal with predictable and less predictable inputs. Predictable inputs are for instance climate, seed variety, seed quality and soil properties. Less predictable, and certainly in the short term uncontrolled, is the weather. In the medium term the influence of the weather can be controlled by building green houses, constructing dykes or digging canals. The farmer has to adjust his production process to the weather conditions to obtain a profitable amount of good quality crops. Sometimes he will need more human resources, other machinery or artificial rain. But despite his efforts, sometimes his crops will fail. 
Another example could be newspaper editors. Their day-to-day work consists of getting news, deciding how relevant it is, and formulating it understandably for their readers. The quality of the news and where it emerges are mainly uncontrolled. The way the work is organized looks like a scrum: every morning they meet to discuss the work for the coming day. Professionals collect the news, do fact checking and convert the news into an article of a certain length, meeting certain quality standards. 

In statistics, national accounts provide an example. Different sources with different quality have to be combined and integrated into a coherent set of indicators. Although the sources are certainly not uncontrolled, time and again decisions have to be made in uncertain circumstances.
Common lessons

Other kinds of input data certainly lead to other ways of processing, and  maybe to other kinds of products, other employee skills and other organisation structures. 
Of course the ‘what’ is very important. What kinds of products will we need in the future? Today, process redesign mostly focuses more on efficiency gains and less on rethinking concepts and products. For the introduction of other concepts and products, the outside world, i.e. the users, is needed. First, they have to like the new idea, and second, they will have to agree to phase out the previous product. To make things more complicated, the first group who prefer the new concept may be different from the second group of present users. Still, one could imagine that present practices and concepts are based on the possibilities from the past. An example are the Tourists Statistics. New information about the use of mobile phones could present a broader view on foreign visitors. And so, new techniques and new registrations or sources could lead to proxies, new statistical concepts, which are closer to the potentially already forgotten original target concepts. For example: globalisation, common markets, and monetary unions lead to less relevant national and more relevant international figures. Sometimes ‘foreign’ or ‘national’ even seem to become very arbitrary concepts. 

So the first recommendation is: Our legacy of statistical information is based on past limitations. Do not make the same ‘mistake’ with different inputs or techniques. Start the redesign by exploring the intended use. It could lead to new and more to-the-point concepts or indicators. 
What we see in the example from the previous section is a group of highly flexible and trained professionals who are able to adjust the process at a detailed level. The input and its quality steer the process. During the process, quality is monitored. We also see that there are a limited number of frequently arising scenarios. The weather is wet or dry. The news comes from parliament, news agencies, or has to be gathered by reporters on the spot. But there is always news, and the newspaper always comprises the same number of pages. In statistics, some sources are known to be less reliable or more unbiased than others. So professionals can use their experience to tread well-known paths. But – just as in agriculture - there is always the risk of crop failure.
A tool or process which cannot react to different inputs is not flexible. Flexibility requires tools and processes that can be easily adjusted. On the other hand, some parts of the process will run in the same way every time. For example, dissemination to an output database is a highly standardised process. 
There are several forms of flexibility. If interfaces between parts of the process are standardised, as is foreseen in the Generic Statistical Information Model (GSIM) and Common Statistical Production Structure (CSPA), experts could easily switch from one tool to another without bothering about the connections in the production chain. Another way to add flexibility is to adjust the process by setting parameters which also could lead to inclusion or exclusion of tools or parts of tools.
Flexibility also results in more variation in costs and manpower. Self-supporting groups - in which  all skills required to run a process are concentrated - is one possible way to organise the work and the office. An example is a scrum: a short meeting every morning to set the targets for that day. Another example is a flex pool of employees: ‘You need a programmer for two days starting tomorrow? Perfect, she’ll be there.’ Or some of the activities could be outsourced to universities, students or temp agencies, especially if the skills they provide are only needed once. 
Recommendation: Uncontrolled inputs lead to flexibility in tools, costs, efforts. Self-supporting teams organise themselves on a scrum basis. GSIM will be very important.

Comparability and coherency 

The high-velocity and high-variety aspects pose challenges and opportunities for our statistical outputs, in particular in terms of comparability in time and the coherence of statistical indicators. 

At the moment it is not always clear in the way we present our statistics whether the focus is on the development or on the level. We could present two kinds of tables: one for growth rates (time series), and one especially for the estimates of levels. The tables with levels will contain only one period to avoid misinterpretation. Tables with levels could be published less frequently than those with growth rates, maybe even once every five years for some statistics. This could also be useful to deal with revisions and redesigns. If we focus on changes, then the high velocity aspect of big data comes in handy: it may be possible to increase the frequency with which these growth rates are published; as an extreme example, it might even be possible to make a real-time indicator of economic growth.
Recommendation: Focus more on changes than on levels.

Secondly, one indicator never can tell the whole story. Remember Tolstoy’s story of the fox and the hedgehog which was used by Nate Silver in The Signal and the Noise. The fox a little bit about a lot of things. The hedgehog knows a lot about a few things. The fox is able to oversee the whole picture, realises the complexity and anticipates better. The hedgehog tends more to use only the information that fits into his own image of reality. Time series of one indicator tend to serve the hedgehog kind of user: one who will look for conclusions based on this single indicator and his own picture of reality.
The Business Cycle Tracer is an example of how to present a more complete picture to the user. 
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We could develop more of these integrated pictures or tables. For example, the labour market or construction statistics could be presented with an appropriate set of indicators each. It is also a good quality check like fact finding by new paper editors and moreover, unexplained differences could be a sign of poor quality of statistics: a “crop failure.” So what we should do is first, present the picture, and after presenting this integrated picture, lead users to the figures. Maybe for most users the picture is enough; it is not really important whether an index is 103.2 or 103.6. And anyway, such differences are mostly within the uncertainty range of the data or caused by incidental events. 
Recommendation: Show the whole picture. Present integrated pictures and tables to support a holistic view of society. It also makes users less dependent on one - maybe less reliable - indicator.
� The authors want to thank Barteld Braaksma, Marton Vucsan and Winfried Ypma, all from Statistics Netherlands,  for their valuable inputs.
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