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Abstract
The quality of official statistics is essential for users. Available quality indicators for European and national estimates are needed and should be produced and monitored through suitable methods and procedures.  One important dimension of quality is accuracy and one measure of accuracy is variance. Different household surveys in the European Statistical System (ESS) have been confronted with similar needs related to the variance of estimates. These needs range from setting up precision requirements in regulations and a process to assess compliance to developing procedures to streamline the production of standard errors based on information provided by National Statistical Institutes (NSIs). With a view to answer to common problems and harmonize practices in the ESS, a Task Force composed by Eurostat, NSIs and academia representatives produced a handbook with general recommendations, mainly on:
· how to formulate in a harmonized way precision requirements in ESS regulations and what precision measures to use in relation to the type of statistics;

· how to assess compliance to the requirements;

· what are good and bad  practices of variance estimation methods in relation to sampling designs and type of statistics; 

· how to increase the availability of variance for national and European estimates (approach and methods). 
1. Introduction
The initiatives launched by different statistical domains (LFS
 and ICT
) on precision requirements and variance estimation called for a harmonisation of the methods in the European Statistical System (ESS). In agreement with the ESS Directors of Methodology (DIME), the Eurostat Directorate ‘Methodology; corporate statistical and IT services’ (in charge of the methodological coordination and support both at Eurostat and ESS level) set up  a Task Force (TF) with a generic mandate to issue general recommendations on the topic for ESS household surveys.
For efficiency reasons, the DIME TF was a think tank composed of a limited number of high profile experts in NSIs (National Statistical Institutes), two high profile academic experts and the Eurostat methodologists involved in their respective projects. The handbook was additionally submitted for review by experts designated from other Member States than those who participated to the DIME TF and was subsequently developed on specific issues.

The handbook presents the recommendations issued by the TF and it elaborates on conceptual and methodological issues related to the topic. The aim of these recommendations — addressed to survey managers / methodologists in the ESS — is to harmonize practices in the ESS.

2. Precision requirements in EU regulations
2.1   The two strategies for specifying precision requirements 
The two main strategies refer to setting up minimum effective sample sizes  to be ensured by the NSIs and precision thresholds  to be met by a few main target indicators of the survey. The two strategies are equivalent in theory: minimum sample sizes are a translation of precision thresholds in an ideal survey sampling context. The technical difficulty has to do with determining the design effect that measures the distance between the actual design and the ideal situation. Design effect is found to be subject to interpretation and is not easy to forecast because it depends also on indicators, domains and the estimation methods used. 
Minimum sample size is a meaningful concept for data producers who need to design instruments to collect data and estimate costs. However, a given effective sample may achieve satisfactory precision for one indicator but may be less satisfactory for others. Besides, sampling designs that meet design requirements may end up producing low-quality output (e.g. a minimum sample size does not continuously achieve satisfactory precision in case of dynamic phenomena, it does not naturally cover for all sources of variability like calibration).  
For regulations, it is recommended to express precision requirements by defining minimum precision thresholds to be met by a few main target indicators. Limiting precision requirements to a few main target indicators for key reporting domains avoids cumulating constraints on a single data collection instrument. Precision and accuracy are concepts that are well defined and documented in the ESS quality framework and are easily understood by users of statistics. Precision requirements expressed as precision thresholds — which are assumed to cover for different sources of variability — are an important instrument for quality assurance. What really matters to data users is output quality.
2.2   Precision measures in relation to type of indicators 
It is recommended to use precision measures which are geared to the type of indicators they refer to. 
The type of indicator most often encountered in household surveys is the proportion. The general definitions of ratio and proportion are: a ratio is a ratio of two totals or means, while a proportion is a special case of a ratio where the numerator and the denominator are counts of elements in domain A and domain B respectively, where domain A is a subset of domain B. However, for simplification purposes and in the variance estimation context, the concept of ratio is used to designate a ratio of two estimators where the denominator has a non-zero variance (a non-linear statistic), while the concept of proportion is used to designate a linear statistic (with constant denominator).
Recommended precision measures are:

· coefficients of variation and other precision measures expressed in relative terms for totals and means of continuous variables;
· standard errors and other precision measures expressed in absolute terms for proportions, but also for ratios and changes which are close to 0. 
The second recommendation aims to avoid situations where precision requirements lead to a huge increase in the sample size when the indicator approaches 0. Moreover, absolute precision measures for the percentages/proportions of any characteristic are symmetrical.
2.3   Precision requirements and reporting domains 
It is recommended that survey managers avoid setting requirements for unplanned (reporting) domains, especially for domains which represent a small share of the total population.
In sample surveys, some of the domains are unplanned, i.e. the domain XE "domain"  units cannot be identified prior to sampling. The survey manager cannot control the size of an unplanned domain sample to ensure compliance with requirements. In addition, the precision of estimators over unplanned domains is known to have a variance component related to the uncertainty of the sample size from such domains. These occur in particular with rare sub-populations (say, where the domain accounts for less than 5 % of the total population).
2.4   Precision thresholds / sizes 
There are no general precision thresholds / sizes that would hold good for all ESS surveys. They tend to be survey-specific and purpose-specific, depend on users’ needs in terms of reliability, and are related to available resources. The handbook nevertheless presents some (non-prescriptive) examples of precision thresholds/sizes used by different institutions for specific cases.
2.5   Recommendations for a standard formulation of precision requirements 
It is recommended to follow a standard formulation of precision requirements for EU regulations which aims at uniform and unambiguous understanding within the ESS. This formulation is issued for the overall national estimates and estimates of national breakdowns (domains), for indicators of the proportion type, for both:

· estimates of level (e.g. annual, quarterly, etc. estimated proportions), 

· net changes of estimates of level (absolute changes of the estimated proportions between successive years, quarters, etc.).
Both requirements should be accompanied by additional provisions for relaxing and/or exempting requirements for small and very small geographical breakdowns.

The proposed standard formulations have some limits caused by the dependence of the estimated standard error on the actual value of the estimated proportion. It is possible to avoid this shortcoming for example by using multiple thresholds for the estimates of standard error (set up in function of the values of the estimated proportions) or by expressing the threshold for the estimate of the standard error as a model function of the estimated proportion.
3. Best practices on variance estimation  

3.1   Variance estimation methods 
Sampling designs and types of statistics used in household surveys are highly diverse and complex. For a given sampling design and type of statistic there is no one unique method but rather several methods of estimating standard errors. The recommendation is to use variance estimation methods which are appropriate to the sampling design and type of estimator.  
The handbook presents some recommendations on good and bad practices of using certain methods for certain sampling designs and types of statistics. For example, delete-one or groups jackknife (JK) are not recommended for complex non-smooth statistics (except for the Gini coefficient) (Miller, 1974; Wolter, 2007). Linearisation based on estimating equations or influence functions can be used instead, followed by e.g. analytical methods. Nor should delete-one JK be used in stratified sampling (Wolter, 2007). Appendix 7.4 of the handbook has been devised to help the survey manager choose the appropriate method, from the applicability point of view.

Other criteria for the choice of methods are accuracy (confidence interval coverage probabilities
, unbiasedness
 and stability
) and administrative considerations (time, cost, simplicity). With respect to accuracy, different studies show very good results for balanced repeated replication (BRR) when it comes to confidence interval coverage probabilities (the most relevant accuracy criterion). Some studies show very good results for Taylor linearisation (TS) when it comes to stability. However, it is not obvious which is the best variance estimation method in terms of the stability and bias criteria. There is very little theoretical justification for Generalised Variance Functions (GVFs) and the estimators of variance are surely biased. However, survey practitioners who have used these methods feel that they bring some additional stability to variance estimates. The GVFs are clearly inferior to the other methods in terms of confidence interval criterion. With respect to administrative considerations, GVFs are suitable for the very largest sample surveys with hundreds, perhaps thousands of indicators (also considering breakdowns) for which variance estimates are wanted (Wolter, 2007).
The total variance of population parameter estimates is made up of several components: sampling variance, non-response variance, imputation variance, over-coverage variance, multiple listings variance, measurement (response) variance, processing variance and substitution variance. The recommendation is to make an a priori impact assessment of the different sources of variability and to choose methods that allow the most important sources of variability to be accounted for as much as possible. The handbook presents recommended variance estimation methods which can be used to estimate or incorporate different sources of variability in the total variance. 
3.2   Tools for variance estimation 
There are many software packages which can calculate variance estimates for linear and non-linear statistics under simple and complex sampling designs. For multi-stage sampling designs, most of them determine the overall sampling variance by ultimate cluster approximation. To deal with non-linear statistics, many software tools offer the option of using either Taylor linearisation or replication methods. Available software tools are:

· comprehensive (commercial) statistical packages — SAS, SPSS, STATA;

· other general statistical packages ​– R, S-Plus, MicrOsiris;

· stand-alone software — SUDAAN, WesVar, IVEware/Srcware, Epi Info (SUDAAN, WesVar and IVEware are capable of analysing multiply imputed data sets);

· special sampling variance software for GREG — BASCULA, CALJACK, CLAN, g-Calib, GENESEES, GES, POULPE, SEVANI, ReGenesees (these are dedicated software tools for calibration; some R packages are also available). Most general-purpose software products do not contain any proper variance estimator that takes the impact of calibration into account in variance estimation.
3.3   Sampling over time and sampling coordination  
It is usual for NSIs to conduct continuing surveys, where the same population is sampled repeatedly over time. A possible classification of the surveys that use sample over time is 1) repeated surveys, 2) longitudinal surveys
 (panel surveys
, rotating panel surveys
, repeated panel surveys
, split panel surveys
) and 3) rolling samples
. 
Such surveys are typically conducted to meet one or more of the following objectives:

· provide estimates of parameters at specific time points;

· provide estimates of parameters defined as averages over a period of time;

· provide estimates of net change between two time points;

· provide estimates of gross change.

It is recommended to take into account covariance effects in the estimation of variance for the averages over a period of time and for the net change between two time points (estimates of change). However, covariance estimation in surveys based on panels is a research topic. In practice it is usually assumed that the non-overlapping parts are nearly independent, and covariance is computed through correlation of the overlapping samples. 

The handbook proposes an analytical method to compute variance for annual averages, in the case of simple random sampling without replacement, stratified random sampling or two-stage sampling (when primary sampling units are selected with probabilities proportional to size and secondary sampling units are selected by simple random sampling without replacement). The handbook also proposes an analytical method to compute variance for estimators of net change for stratified multi-stage sampling. The sampling designs are rotating panel designs with at least some common PSUs between successive periods.
4. Computing standard errors for national and European statistics

The portfolio for policy-making indicators is becoming broader and more detailed with time. The need to provide standard errors for them is increasing.
There are three main approaches that enable standard errors to be computed and disseminated for national and European estimates.
4.1   The decentralised approach 
It  is the most common approach and requires transmission of only aggregated data to Eurostat. Under this approach, the option is to ask NSIs to estimate and report standard errors for national estimates, for all relevant indicators and breakdowns. This is very burdensome for NSIs since the needs may change over a short period of time and may imply duplication of efforts (the stovepipe approach). Furthermore, standard errors computed by NSIs using different methods and tools may raise concerns about the comparability of results if the methods and tools do not account for exactly the same sources of variability.

In any case, a decentralised approach should rely on NSIs using suitable methods and tools for the different sampling designs (guidance provided by Appendix 7.4 of the handbook) and on ensuring that such methods are actually followed by each NSI (guidance provided by a metadata template developed in Appendix 7.3 of the handbook).
4.2  The fully centralised approach 
Under this approach, Eurostat would develop a methodology and regularly estimate standard errors for national and European estimates based on additional information provided by countries in the microdata. The promising option for Eurostat is the use of replication methods based on design information in microdata files (strata, primary, secondary etc sampling units, whether systematic sampling is used at any stage, final weights etc.) and external contextual information (totals for calibration, etc.). However, Eurostat would need to put in a considerable amount of work and expertise to develop a methodology and regularly estimate standard errors on the basis of information provided by countries. This is not very feasible, especially for short-term surveys like the LFS.

However, if the fully centralised approach with the use of replication methods is applied, the metadata template (Appendix 7.3) is recommended for collecting clear and detailed (indispensable) information on the sampling designs.
4.3   The integrated approach 
Under this approach, NSIs compute certain required statistics and report them to Eurostat, which uses them to compute standard error estimates for any relevant indicator and breakdown. These statistics depend on the type of variance estimation method.
Under the use of GVFs
, NSIs first calculate a set of standard errors using direct methods (analytical or replication). They then use the results to estimate parameters for a predefined set of GFVs (for a group of survey statistics). NSIs transmit such parameters to Eurostat (at aggregate level), which uses them to calculate standard errors for any national and European statistic (from that group) they may be interested in. 
Success of the GVF technique critically depends on the grouping of survey statistics, i.e. on whether or not all statistics within a group behave according to the same mathematical model (Wolter, 2007). This means that design effect should be the same for all statistics within a group. All statistics should refer to the same domain of interest. The statistics within a group should be of the same type because the GVF method is indicator-specific.
GVFs may be very useful and provide quick results when dealing with repeated surveys that produce short-term statistics (e.g. quarterly surveys). Direct computations are more time-consuming while the parameters of the GVFs can be carried over from one data collection to another with similar features (by assuming that sampling design remains unchanged).
The GVF procedure should be flexible enough to fit most of the commonly used sample strategies; there is however no scientific evidence for this claim. In addition, the approach is mainly empirical, especially when it comes to quantitative variables.
Using a common replication method, NSIs report replicate weights and full weights to Eurostat. in the microdata.  Replicate weights are already calculated by NSIs by taking into account the main sampling design features (stratification, multi-stage selection, calibration, etc.), so sample structure variables are not needed at Eurostat. On the basis of this information and the other microdata, Eurostat then calculates the replicate estimates and the overall variance.
Direct variance estimates are often expected to be more accurate than ‘indirect’ ones based on variance functions, although they require some extra programming and technical assistance.
The advantage of using replicate weights is that a single formula is used to calculate the standard error of different complex sampling designs and many types of indicators. Replication methods can deal with complex statistics, unlike the approach based on variance functions, which often deals with linear estimators.

Confidentiality issues may arise from the release of replicate weights with public use microdata files. A possible solution consists of averaging the bootstrap weights over a fixed number of samples (Chowhan and Buckley, 2005).
The integrated approach is recommended because the burden is shared between Eurostat and NSIs. A major drawback is however the burden for the NSIs having to estimate certain statistics required by Eurostat which might not be produced with current methods and tools used by NSIs. However, guidelines and training sessions can be organised to train those in charge at country level. In the long run, the objective is for Eurostat and NSIs to use the same method.

5. Possible ways of assessing compliance with precision requirements 

The handbook identifies three strategies for assessing compliance:

· fixing normative rules (closed and ad-hoc formulae whose parameters — e.g. design effect — are estimated once for a period of time) which are agreed in advance between NSIs and Eurostat. The shortcomings are that the results may differ significantly from the actual precision (depending on progress over time and the quality of estimates) and that the design effect is not easy to calculate;

· tracing systematic deviations on the basis of information from quality reports. Use of the metadata template in Appendix 7.3 of the handbook is recommended when assessing whether the variance estimation method and tool used are appropriate in relation to sampling design and type of indicators. The purpose of the template is also to assess whether the effects of the different procedures used in the survey process, e.g. non-response adjustment, imputation, calibration, have been accounted for in the estimation of precision;

· computing national precision estimates centrally by Eurostat, through replication methods or generalised variance functions.
It is recommended that the compliance assessment strategy be based on the principles of transparency and tolerance. Tolerance may be granted either directly in the requirements or in the compliance assessment strategy. The second approach may be preferred, as the former would in practice be perceived as a relaxation of the requirements, with a spurious effect such as an artificial reduction of sample size.

The TF strongly recommends taking into account only systematic deviations and not occasional deviations when ruling on non-compliance. Non-compliance is characterised by precision thresholds that are repeatedly or systematically surpassed and should arise from insufficient sample size, high non-response, ineffective stratification, systematic unbalances in the actual samples, etc. An increase in standard error arising only from the change in the value of the estimated percentage should not be considered as non-compliance. Likewise, a higher value of the estimated variance that arises because of the variability of the variance estimator should not be considered as non-compliance. In the event of non-compliance, preference should be given to investigating the source of the increased variability and to taking measures to improve the degree of compliance in/on subsequent survey waves/occasions.
6. Conclusions
The implementation of the general recommendations and the specific agreements at stake in statistical domains are decided by the domain specialists. Actually, a LFS domain specialist in Eurostat set up a domain specific TF which run in parallel with the DIME TF, discussed the general recommendations and provided valuable feedback to the DIME TF. With respect to the ICT, domain specialists in Eurostat are currently assessing the use of methods to estimate standard errors centrally in Eurostat. In addition, in EU-SILC
, standard error estimation both for data producers (NSIs) and data users is undertaken centrally in Eurostat (undertaken tests on variance estimation using JK, bootstrap and linearisation).
We expect that the general recommendations issued within this coordinated approach will provide a basis for a more harmonised approach of similar problems in other surveys.
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� This paper was prepared by Denisa Florescu, on the basis of the handbook prepared by a team of high profile experts and survey methodologists.


� The Labour Force Survey.


� The Community Survey on Information and Communication Technology.


� The proportion of the times the interval contains the true value of the parameter over repeated samples.


� An unbiased estimator has the property that its expected value (the average value of the estimate, taken over all possible samples of given size n) is exactly equal to the true unknown population value.


� The Mean Square Error.


� A survey that collects data from the same sample elements on multiple occasions over time.


� A type of longitudinal survey in which an initial sample is selected and interviewed for several time periods.


� In a rotating panel survey, predetermined proportions of sample units are replaced on each occasion.


� It takes the form of a series of panel surveys which may or may not overlap in time. Typically, each panel is designed to represent an equivalent population, i.e. the same population definition applied at a different moment.


� It involves a panel survey supplemented for each reference period by an independent sample.


� Samples that have been deliberately designed to cover (roll over) the entire population in several or even many periodic surveys, and are taken by moving to different primary sampling units (PSUs) in each wave.


� A GVF is a mathematical model that describes the relationship between a statistic (such as a population total) and its corresponding variance.


� EU Statistics on Income and Living Conditions.
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