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Abstract

Official Statistics, confronted by the dynamic espin of big data, are in the early
stages of a fundamental paradigm shift which wiltrgually usher in a new era in
the statistical profession and in the role of natibstatistical institutes (NSIs). Will
certification and accreditation of new data sourdescome a mark of quality for
official statistics in the future? What will post20 population censuses and future
surveys look like? Will NSIs build partnerships hwibwners of private data
sources? This paper addresses some of the coresisuthe intersection of Big
Data and official statistics. Our aim is to provofliscussion on the potential power
of big data to transform official statistics.

I NTRODUCTION

Big data influences almost all aspects of everyiifayin ways which would have
been unimaginable a few years ago. Quantitativeiplises and sciences, and the
policy-making which draws upon them, are in thenfrbne. Big data has posed a
challenge and won't be ignored. Often the only w@accommodate big data is by
means of a dramatic restructuring and a radicalignged approach towards the
production of official statistics. Official statiss is one area where big data is
making its presence felt. Recent initiatives, debatnd literature on the subject of
how official statistics should evolve in the ageln§ data if they are to remain
relevantdemonstrate that the official statistics commungyabout to undergo a
significant change [5].

Whereas, up to a few years ago, big data was owliode rarely discussed within
NSIs, today, official statisticians are enteringoirthe debate on big data with
enthusiasm. Statistical agencies around the woed@H#ocating resources to the area,
setting up trial projects, and adopting programanes strategies [12].

The leading statisticians of Europe expressed themmitment to collectively
addressing the challenges presented by big dathenso-called ‘Scheveningen
Memorandum’ last September, which addressed tlevapte of big data for the
European Statistical System (ESS).

To kick start discussions on the various issuesedhiin the Scheveningen
Memorandum, Eurostat has structured the progranfrtieec2014 Big Data Event

around the challenges presented in the Memoranbiucontrast to the wide-ranging
discussions expected at the Big Data Event, thpesobthis paper is more narrowly

L All authors are affiliated witlEur ostat, L-2920 L uxembourg. Corresponding author:
Denisa.Florescu@ec.europa.€élthe views expressed here are those of the autrmadsdo not necessarily
reflect the official views of the European Comniss{Eurostat).

http://epp.eurostat.ec.europa.eu/portal/page/dpdial ess/0_DOCS/estat/'SCHEVENINGEN _MEMORAND
UM%20Final%20version_0.pdf

3 http://www.cros-portal.eu/content/big-data-event-20




focused, the main areas covered being the ScheyamicChallenge 6 (SCH6),
concerning the need for synergies witter alia the owners of private data sources,
and the Scheveningen Challenge 7 (SCH7), concethengeed for developments in
inter alia methodologies and quality assessment. Sectiof this paper addresses
the methodological aspect of SCH7, covering theem@l ways of extracting
valuable information from big data and of integngtbig data into official statistics,
while Section Il relates to the quality assessmesygiect of SCH7, considering in
particular a possible accreditation procedure fgrdata sources, and the relevance
of this to the synergies discussed in SCH6, in seofithe value of accreditation and
certification procedures for big data providers.

Whilst drafting this paper, we discovered ‘Big Dateaturity model* of the
Netherlands Organisation for Applied Scientific Bash (TNO)which can be used
by other organisations to help them to determim thitial position and to develop
a big data strategy by which to reach the desiratlinty level. While there is a great
deal of variation between various NSIs in termstladir big data maturity, we
consider it realistic to develop an EU big datatsiyy for official statistics, given the
underlying dynamics of a network of statistical mges such as the ESS. This
optimism is further strengthened by the fact tha Oata poses very similar
challenges for any NSI, and requires a very sim#gaproach in terms of
organisational and technical capabilities.

INTEGRATING BIG DATA INTO OFFICIAL STATISTICS

Experience gained from using survey and adminisgadata, and the similarities
between specific features of data from these ssuand big data may help to show
the way in terms of how to extract valuable infotima from the huge range of big
data available and how to integrate big data ifficial statistics.

Main features of survey, administrative and big data

The following table compares the main featuredidheee data sources:
Tablel

Feature

Survey data Administrative data Big data

code

F1

Statistical products
specified ex-ante

Statistical products
specified ex-post

Statistical products
specified ex-post

F2

Designed for statistical
purposes

Designed for other
purposes

Organic (not designed
or designed for other
purposes

F3

Lower potential for by-
products

Higher potential for by-
products

Higher potential for by-
products

4 http://repository.tudelft.nl/view/tno/uuid:6e0e4fd8ce-4069-a365-5c787518270a/
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Feature Survey data Administrative data Big data
code
Classical statistical . -
. - : Classical statistical
Classical statistical methods available,
F4 . : methods not always
methods available | usually depending on the
» useful
specific data
A certain level of ldata A certain level of data
structure, depending on :
F5 Structured o structure, depending on
the objective of data . .
) the source of informatio
collection
Weaker comparability | Weaker comparability Potentlalll'y greater
F6 : . comparability between
between countries between countries .
countries
Representativeness and , Representativeness an
Representativeness and oo
F7 coverage known by coverage difficult to
, coverage often known
design assess
F8 Not biased Possibly biased Unknowbq and possibly
iased
Both typical errors (e.g
Typical types of errors Typical types of errors| missing data, reporting
- (non-sampling errors e.qg. errors and outliers)
F9 (sampling and non- o . :
. missing data, reporting although possibly less
sampling errors) ) :
errors and outliers) | frequently occurring, an
new types of errors
F10 Persistent Possibly less persistent Less patsis
F11 Manageable volume Manageable volumg Huge volume
F12 Slower Potentially faster Potentially much éast
F13 Expensive Inexpensive Potentially inexpens
F14 High burden No incremental burden No incremédnieden

Strategies for integrating big data into official statistics

The ways in which big data sources can be usedrieat statistical systems can be
classified as follows:

U1: to entirely replace existing statistical sogreeich as surveysxistingstatistical

outputs);

U2: to partially replace existing statistical s@gsuch as surveysxistingstatistical

outputs);
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U3: to provide complementary statistical informatio the same statistical domain
but from other perspectiveadditional statistical outputs);

U4: to improve estimates from statistical sourcelyding surveys) ilnproved
statistical outputs); and

U5: to provide completely new statistical inforneati in a particular statistical
domain (ewalternativestatistical outputs).

The first question which presents itself when cdesing the impact of big data on
the use of statistical surveys in the productiooftitial statistics is whether big data
sources could entirely replace traditional stat#tsurveys (U1l). With reference to
the list of variables on which data is currentlYl@cted by the various surveys in the
ESS, it is clear that big data sources do not y@tige an alternative for all of these
variables. The same conclusion was reached by Ithernet as a Data Source’
project which closely assesses ICT surveys (Kaglbed Skaliotis, 2013).

With the exception of the ‘efficiency’ case, i.ehen big data sources are used as a
replacement for existing sources (cases Ul and tbg)rigorous method of first
formulating the need for information, and only th@moceeding to look for suitable
data sources, may be reversed. This is reflectethenaccreditation procedure
(Section 1l). This ‘post-rationalisation’ — tailmg needs to data availability — is
not however entirely new. The principal users dtistics often formulate their
information needs in terms of the existing statsstihat they are already familiar
with, meaning that the data available via existsyveys and other sources
implicitly govern demand.

Big data has the potential to replammestatistical outputs entirely in the long term
(U1) if: a) the (redefined) statistical outputs from bigadateet the (evolving) needs
for particular information; and b) other unbiasedrses can be used for the purpose
of benchmarking (adjusting for possible bias in deda).

Big data has the potential to partially replacdistiaal surveys (U2). Big data can
replace some statistical outputs, either keepingr tdefinitions unchanged or
redefining them.

Big data can provide complementary statistical nmf@tion in the same statistical
domain, from other perspectives (U3). For exampistead of finding sources to
replace the Household Budget Survey, a complemenfgsroach would be to try to
build indicators of trends.

U2 and U3 entail integrating big data into surveds.is the case with administrative
data, record linkage and statistical matching canded.

This then raises the question of how we can usealaig to improve the statistics
produced from surveyfJ4). Combining big data with surveys will allow rgay
estimates to be improved by addressing the inhevesdknesses of surveys
(Table 1).

a) Flash estimates from big data can be used taoweptimeliness of survey
estimates. There are already some experiments éstgnation of flu incidence
based on Google query datayhich model a traditional statistical output usiag
much faster big data source in order to providenglier estimate. The question is

S http://www.google.org/flutrends/intl/en gb/aboutdhbtml
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whether the relationships between variables whicld lunder normal conditions
may be affected by extraordinary disruptive eveatgh as in a severe economic
crisis (which is exactly when statistics are mostportant to guide policy
intervention).

b) Big data can be used to calibrate survey results for small area estimation.

Although big data sources very often do not conagyetover the traditional target

populations of official statistics, they cover thewn populations exhaustively. One
way to transfer the power of big data onto tradiilosurvey variables is to introduce
some variables available from big data into surva@yee survey results can then be
calibrated against the totals and breakdowns dlaifaom the big data. The gain in

precision in the estimates relative to traditiosatvey variables will depend on the
degree of correlation between the survey data hadig data for the variables in

guestion.

Big data can improve statistics produced using eygy and surveys can also
improve the statistics produced from big data, @yexcting possible bias of big data.

The integration of big data into official statisticsurveys will transform the way in
which official surveys are conducted. Combining veys with administrative
sources and/or big data sources will eventually lema greater use of statistical
modelling within official statistics, which will mila a significant change in culture
and practices within NSIs. The introduction of ligta or of administrative data
covariates in surveys would also constitute a fumet#tal change to the traditional
survey-based approach used by NSIs. The extenthiohwbig data sources will
infiltrate NSls depends on a number of factorsemftlifferent in nature. To justify
the use of big data for official statistics, it muse demonstrated that this would
bring clear benefits in terms of statistical quatiimensions and cost. NSIs would
also need to acquire the necessary additionakdkitlusing big data and would need
to be able to work with owners of private data sear The concerns about privacy
associated with big data go far beyond formal lag@n and include public trust in
government bodies, the ethics of using data celtedor other purposes, issues
around what constitutes responsible analytics, thedcompetitive advantage that
data can provide. We believe that the best wayltivess many of these issues is to
be actively involved in research public-privatetparships (PPPs) where NSIs and
other major stakeholders participate in cooperatigth one another. In addition,
NSIs must be actively involved in discussions almata protection, data ownership
and access to data. The question has been raisdtetiier we are moving towards a
‘new deal on data’ [9], [13] defined by Professan8y Pentland aSvorkable
guarantees that the data needed for public goodsraadily available while at the
same time protecting the citizenry. The key td\teer Deal is to treat personal data
as an asset’Professor Pentland has further suggested cleakabiar definitions
around the issues of data ownership

In a fully digital society, surveys could be desdnn ways that incorporate reality
mining technologies [8] using both administrativeuces and traditional survey
sampling techniques. It is unlikely that legislaticapable of dealing with the
privacy concerns arising from the continuously expag forms of data collection
will be adopted soon enough, and it is thereforgiat to obtain the consent of
individuals on any occasion where such an apprsacked.

NSIs have already begun preparations for post-2@2pulation censuses.

Coordination at international level, within the Eldr example, where censuses are
governed by legislation, is often focused on isse&ging to content rather than data
sources. In our opinion however, it is in the iagtrof NSIs to examine the potential
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benefits of big data sources for post-2020 censuses recent meeting of census
experts held at Eurostat (February 2014) this isga® introduced in order to raise
awareness amongst NSIs of the challenges that mgwlata sources can present.
There are several reasons and examples which gutigdsbig data should be
included in the post-2020 census agenda. An eweeasing number of NSIs are
moving towards greater use of registers and adtraiige sources as an alternative,
timelier, and more cost-efficient approach to censking. In the era of big data, it
is almost certain that, for a number of administeasources, we are moving towards
electronically observed administrative records hie same way as in other fields
where a digital footprint exists. Another fieldioferest in recent research projects is
the use of mobile phone network data to estimageifations of small areas [6], [7].
The Office for National Statistics (ONS) in the W@Kd the Central Statistics Office
(CSO) in Ireland are experimenting, respectivelghwhe analysis ointernet search
gueries within migration statistidqé4], and the use dadlectricity smart meter data to
determine household compositifl]. Research from Telefonica [4],[11] suggests
that mobile phone recordsn be used for forecasting socio-econotrends as well
as predicting socio-economievels of a populationwhile a recent feasibility study
commissioned by Eurostat provides valuable insights the use of mobile
positioning data for population statistics [3]. EmiZagheni [15] estimated global
migration trends by analysing 43 million anonymoeshoo! account holders’ IP
addresses.

What becomes apparent from these research inggis/that some core population
statistics topics such as migration and usual eessj which are often difficult to
measure, are now being explored by big data soultesir opinion, this represents
an unmissable opportunity for NSls to join forcashvihe research community and
private data owners (e.g. telecoms companies)rto fPPs with the specific aim of
exploring the potential of big data in post-202(hsieses. There are numerous
incentives for launching such partnerships.

Strategies to produce completely new statistical information

According to the proposed classification of the svdyg use big data within the
current statistical system, there is still an oppaty to provide completely new
statistical information in a particular statisticemain (U5).

The other approaches to integrating big data iristiag official statistics are rooted
in traditional statistical models and tools butréhés also a case for redesigning a
new system with the aim of maximising efficiencyusing big data. This approach
would be specifically designed to improve the timets and it would not be subject
to the limitations imposed by traditional statiatiomodels. Integrating big data
brings with it a certain number of new tasks, sashranslating and linking the data
to different classifications or standardising ittbat it is line with such structures,
which are not necessary when completely new statistnodels are produced. On
the other hand, official statisticians cannot desiggw procedures overnight, so
using new models is also not always the answer.

A logical approach would therefore be to start gitogl the strategies of successful
experiences of using big data with the perspectoreapply them in statistical
production. It would go beyond the scope of thipgrao fully develop the strategy
here, but a possible approach would be to stadymiog short-term indicators of the
evolution of economic and social phenomena of @stiewithout transposing big data
structures onto statistical ones such as classdite and definitions. Machine
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learning or data mining could then be used in &dito traditional statistical tools.
The indicators thus produced may prove to compleérossical and more detailed
statistics, by providing the means to roughly upd#ie figures until the next
structural survey or census. When many differeatistical figures are produced
from different and independent big data sources, dbherence and agreement
among them may serve as an argument to suppovatitkty and representativeness
of the whole set in a similar way to that in whible national accounts systems work.

23. Studying experiences of using big data would alslp lofficial statisticians to learn
about possible new methods of data processingasthit redesigning new official
statistics production systems which could accomr®dtize rich but heterogeneous
and sometimes volatile data available to them.

24. At the same time, the role of some of the presttistical infrastructures that are
resource heavy or time consuming needs to be relmed. In addition, before
starting work on a complex process for produciradigics from a big data source,
the potential gains should be analysed, taking iatcount the fact that the
advantages may balance a possible decrease irmagaurquality in general (see the
cost-benefit analysis in Section 1l1).

IIl. ACCREDITATION AND CERTIFICATION

25. The use of electronic systems is creating an exaeasing amount of data providing
meta-information on a wide range of activities.sThew data is collected mainly by
private and public entities operating outside tia¢isical system. In order to use this
data for the purpose of generating statistics ageruality standards must be met.
During its long history, the system of official ssics has established a generally
accepted quality framewdtithat should be extended to cover statistics derik@m
big data sources. At the level of statistical otdépuhe general acceptance that
guality assessment is relative, i.e. that the lefequality required is dependent on
the intended use of the data, has led to the dewelnt of quality dimensioAs
which were adopted by Eurostat and the ESS to ibestne quality of statistical
data. As most official statistics use surveys as ieans of data collection, the
related quality indicators refer largely to measuoé accuracy of samples (F9). Big
data are normally not based on sampling technigodsoriginate from non-official,
mostly private sources. Concerns around big ddsderéo the measurement of the
quality and to the fitness of big data for usefficial statistics.

26. Drawing upon the approaches used for administratata, a study commissioned by
Eurostat (Petrakos, Sciadas and Stavropoulos, 2pi&)oses an accreditation
procedure which could guide statistical authoriiilegheir selection of certain big
data sources to produce statistical outputs conf@ynto the high standards of
official statistics.

® At international level, official statistics areidad by the UN’s Fundamental Principles. Within European
Statistical System, the quality framework is defify the more detailed European Statistics Coderadtice,
which sets out 15 principles covering the instinél environment, the statistical processes andtttéstical
outputs. The supporting Quality Assurance Framewdrthe ESS has been developed to guide and éssist
implementation of the Code of Practice. It covéues principles of the code that relate to statibfitacesses
and outputs as well as the commitment to qualithiwithe institutional environment.

" The quality dimensions are relevance, accuraayeliness and punctuality, comparability and cohesen
accessibility and clarity.
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Principles of the accreditation procedure

The design of an accreditation procedure is basesbme principles setting out its
desired, ideal and standard properties. Namelyaddition to the fact that the
procedure must be fully compliant with the qualitpmework and principles of
official statistics:

a) Flexibility: It should be flexible enough to give considenatto sources which
initial judgment would rule out, but which, aftan an-depth examination, are shown
to be fit for use.

b) Stepwise approach: It should follow a stepwise approach designed to
accommodate sequential decision-making. It shoubdressively approve or reject
sources. This will allow gradual investment in viwvhile sources and will avoid a
large initial investment being made in a source ciwhthen turns out to have
significant shortcomings. Each step should provatethe subsequent decision on
whether to continue the consideration of that seimdater steps or not.

c) Assessment of input, process and output. It should include an overall quality
assessment which balances the input, process dpdtduaput refers to the source,
metadata and data. Process is related to the nsetifaektracting and transforming
information, aggregating data and producing stesistThe quality of the output
should be assessed with reference to the qualiemsions. For new alternative
statistical outputs (UShewnessan be regarded as an extra quality characteristic

d) Risk assessment. As the data source is not under the control ef statistical
authority in question, a risk assessment shouldrapany the quality assessment.

e) Assessment by statistical authorities. The statistical authorities should directly
test the feasibility of using a big data sourceobtaining original data (possibly in
the form of sample data) from the same source. FBheyld carry out this empirical
assessment themselves and should not delegateaitytohird party. If the quality
assessment of an external data source is outse@adéitional risk is incurred due to
the further loss of control on the part of theistagal authority.

f) Corporate criteria governing decisions on data usage. The final decision on
accreditation of a new data source must considetiven using it complies with the
corporate standards and quality requirements of dtatistical authority. The
procedure of accrediting the source must be ofevétuthe statistical authority in
their work to compile related documentation (eupldy reports).

. Accreditation procedure

The resulting accreditation procedure has five edaitpat generate information on
which informed decisions can be based.

The first stage consists of tipeeliminary examination of the source, data and
metadata. The main objective i0 assessvhether the data is potentially useful for
statistical purposes, on the basis of information o

a) the ‘raison d’'étredf the source organisation, its activities and tafon;

b) whether the data is structured or would neebtedtreated’ prior to use in the
production of statistics (F5);

c) coverage of the target population, variablegsusf measurement, frequency and
timeliness,
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d) whether the data is accompanied by metadataquires a preliminary stage of
metadata enrichment.

The second stage involves #uisition and assessment of (extracts of the) data.
Providing the source is willing to give access daniples of) data and metadata (if
available), the statistical authority should undket an empirical assessment of its
fithess foruse and qualityWhen considering the fitness of the data, the il
authority might identify a subset that is most megful for its purposes. Data
guality cannot be fully controlled in the initiahalysis of huge volumes of data, but
a general assessment of the overall quality isilplesas a minimumThe statistical
authority should discuss with the source the medngequency and conditions for
data access or transmission.

Assuming that the data fit the intended use antl tthe quality is acceptable, the
authority should then, as_a third stage, carryapuin-depth investigation into the
data and its usability.

a) The authority should identify errors and clelaa data file. The quantity of errors
may lead the statistical authority to abandon ta dource.

b) If the errors are not significant, after tregtihem, the authority would proceed to
impute missing data and would use the data filprémluce statistical outputs and to
measure the quality. Quality requirements can \dpending on the role the big
data source has in official statistics (cases ftdihto U5 in Section II).

Implicitly, the third stage reveals whether avaiabtatistical tools are suitable for
storing, processing and analysing the volume (&bl specific nature of this data or
whether new tools would be needed.

Thedecision of the statistical authority forms the fourth stage. This should involve
consideration of the usefulness and usability aéddne quality of the data and the
impact of the data on all quality dimensions of st&tistics produced, the resources
and reputation of the statistical authority andribks incurred by using the data. The
use of a particular big data source may triggenange in definitions, classifications
and methodology which would affect time series aathparability over time. The
comparison of big data results against benchmargstical to the decision.

In the fourth stage, the statistical authority dtlavaluate the feasibility of using the
source data from a technical, methodological, $@eid legal point of view and also
assess the cost-benefit ratio and the complianteeadata with the conditions of the
ESS. Moreover, the statistical authority should aucost-benefit analysis balancing
the gains against the losses and risks. For exarfglexisting outputs (cases Ul
and U2 in Section 1), the gains are likely to tel#o timeliness (F12) and burden
reduction (F14), while the losses and risks maseadiue to the decrease in accuracy
(for example F8) and uncertainty over the continaitthe data source (F10).

Before taking the decision to use the data soutee,statistical authority should
make sure to have a well thought-out strategy émnmunicating and disseminating
statistics based on big data and for addressingilgesreactions from the public
relating to concerns about privacy.

A favourable decision at the previous stage woeddlIto &or mal agreement with
the sour ce at the fifth stage. The terms and conditions ofageeement should be set
out clearly. For example, the source data shoulohtaia at least the same level of
guality, coverage and detail as is currently offlere
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The agreement with the source should be for a gddng enough to ensure the
continuity of statistical outputs but short enougtallow the statistical authority the
freedom to use any new and more competitive big datirce which might become
available in the near future. A non-binding agreetweould also achieve this.

Competing big data sources (for example, those wiéhpotential to replace the
same outputs from a sample survey; U2) can be stdzhmat the same time to the
procedure of accreditation with the purpose of mgra comparative analysis and
making an informed selection between competitors.

Statistical authorities should share information mmeviously assessed big data
sources with multi-national coverage or with naslbrcoverage but similar

characteristics to sources in other countries. Mimild make the process of
integrating big data into official statistics marealitative (thanks to the exchange of
experiences and lessons learnt), quicker (as $eitalethods and tools would be
shared) and more consistent (as using sourcesnauithi-national coverage would

ensure ex-ante comparability; F6). The benefit fitbmm would still be felt even if a

national statistical authority chooses a natiomairee over a multi-national one in
the end because of it better meeting specific natineeds.

. Certification

The existence of an accreditation procedure suppibie principle that quality
standards of official statistics must be maintajne@dorder to assure users of the
fitness of big data for use in official statisticBhis approach could be extended
beyond official statistics. It could be argued tiatvould be desirable to establish
quality standards more widely to allow users otistias to find their way in the
jungle of information’ with a certain degree of rd@ence, and to be able to
distinguish reliable data from less reliable.

Most data produced today, whether intentionallg®ia ‘by-product’, does not have
to conform to established quality standards. Funtloee, the only standards in
existence are those specific to NSIs. There iseatly no widespread agreement,
established approach or mechanism to address #tiennin a way which would be
comparable to certification by the Internationalg@uisation for Standardisation
(ISO). While the official statistical system hasther a monopoly on data nor can it
take it upon itself to police the data world, ieddhave a moral authority by virtue of
its longstanding record on quality and as suchamasnportant role to play.

The impact of big data on the overall approach tafigtical authorities can be
illustrated through the example of an organisatigih substantial data holdings and
sufficiently advanced methods, and which is posliypredisposed to accreditation.
In such a case, the approach to take in the fiaglkesof accreditation would be quite
different. Rather than trying to establish wheth®e® organisation was willing to
cooperate and share their data, the starting padatd be to determine whether the
organisation wants to be certified as a data predurcthat particular area. Taking a
forward-looking approach in this type of situatieould open up the option of
certification as data producer in a particularistatl domain This organisation

would be responsible for processing the source atadgproducing statistical outputs.
The questions asked would address the issues froverya different angle as

compared to those asked for a standard accreditefiar example, they would be
aimed at ascertaining whether the organisation evoahsider adopting the existing
quality frameworks, issuing quality statements, @iy and abiding by provisions
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regarding confidentiality including penalties fowetr breach, and generally adhering
to the majority of principles that guide the worktloe statistical system.

CONCLUSIONS

The so-called ‘big data V's’ are often viewed ashppems (the volume is too large,
the velocity is too high, the variety is too comglend the veracity is dubious),
further exacerbated by the fact that the data reqarallel processing, processing in
situ and in real time. Instead, we would like tokaat things differently and see this
as an opportunity, by drawing attention to the pthe associated with big data —

V for value.

For the official statistics community, big data daaregarded as having value as it
represents an alternative source for official stat which is large enough (and
otherwise of a sufficient quality, vetted through accreditation procedure as
outlined in Section IIl) to make improvement of ioi&l statistics feasible (in the
various ways described in cases U1l to U5 identifieSection II).

Admittedly, the statement that big data is ‘larg@wgh’ is somewhat vague, and
would, if not otherwise qualified, also hold trus ftraditional’ administrative data.
However, this hopefully also helps to convey theegal idea: just because a new
source, fairly structured, rather small (a meratgte?), with a low (only daily?)
updating frequency fails to qualify as “Big Datatcarding to some of the
definitions on the market, this wouldn’t be groundseject it out of hand.

This approach means that the official statistiamnmminity must remain open minded
in order not to miss out on opportunities or to nea@dered obsolete. Providing
methods (see Section 1) exist to extract valuabiermation from a new big data
source, and providing there is a procedure for sassg the quality of this new
source (see Section lll), the source should beoeggdl We would neither refuse to
consider big data because they are at the higleragtrof the four ‘V’s (volume,
velocity, variety and veracity), nor would we redu® consider data that don’t seem
to embody these characteristics. Any new big datace with the potential to
increase efficiency or offer users of statisticensthing new or better should be
considered as part of exploratory research intalhig.

While big data potentially has great promise inmrof its value for official
statistics, the changes required to the practiogsveays of working of statistical
authorities and also to the statistical techniquesed would be significant. In
particular, statistical authorities would assumeatgr and different responsibilities
and functions. As described above, some of thesmgds will demand great
flexibility and adaptability of approach.

The transformation of official statistics has atheatarted, with many NSIs, as well
as other official statistics producers and intaomatl statistical bodies, entering the
big data market with conviction. The key to sucdess engage with big data as one
would any other data, and to give it due recognits part of our core business —
making data meaningful
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